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# **Цель работы**

В лабораторной работе необходимо ознакомится с алгоритмами композиций, используя библиотеки *adabag* и *rpart*.

# **Формулировка задания**

1. Исследовать зависимость тестовой ошибки от количества деревьев в ансамбле для алгоритма adaboost на наборе данных Vehicle из пакета mlbench (обучающая выборка должна состоять из 7/10 всех прецедентов, содержащихся в данном наборе данных). Построить график зависимости тестовой ошибки при числе деревьев, равном 1, 11, 21, ... , 301, объясните полученные результаты.

2. Исследовать зависимость тестовой ошибки от количества деревьев в ансамбле для алгоритма bagging на наборе данных Glass из пакета mlbench (обучающая выборка должна состоять из 7/10 всех прецедентов, содержащихся в данном наборе данных). Построить график зависимости тестовой ошибки при числе деревьев, равном 1, 11, 21, ... , 201, объясните полученные результаты.

3. Реализовать бустинг алгоритм с классификатором K ближайших соседей. Сравнить тестовую ошибку, полученную с использованием данного классификатора на наборах данных Vehicle и Glass, c тестовой ошибкой, полученной с использованием единичного дерева классификации.

# **Ход работы**

**Задание №1**

На рисунке 1 изображена зависимость тестовой ошибки от числа деревьев в ансамбле для метода adaboost.M1. Обучающая выборка состоит из 0.7 всех прецедентов, содержащихся в наборе данных Vehicle. Число деревьев равно 1, 11, 21, ... , 301.
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Рисунок 1. Зависимость тестовой ошибки от числа деревьев в ансамбле для метода adaboost

Самая большая ошибка 0.4431373 при одном дереве в ансамбле. Минимальная ошибка 0.2235294 достигнута при 161, 171, 281 дереве в ансамбле. Среднее значение ошибки составило 24.6%.

Судя по рисунку 1, эффект недообучения заметен лишь при небольшом числе деревьев (0-100).

**Задание №2**

На рисунке 2 изображена зависимость тестовой ошибки от числа деревьев в ансамбле для метода bagging. Обучающая выборка состоит из 0.7 всех прецедентов, содержащихся в наборе данных Glass. Число деревьев равно 1, 11, 21, ... , 201.

![](data:image/png;base64,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)

Рисунок 2. Зависимость тестовой ошибки от числа деревьев в ансамбле в методе bagging

Для поиска среднего значения ошибки для каждого количества деревьев алгоритм был запущен 4 раза, а затем результаты усреднялись.

Самая большая ошибка 0.4280303 при одном дереве в ансамбле. Минимальная ошибка 0.344697 достигнута при 81 дереве в ансамбле. Среднее значение ошибки составило 36.3%.

Судя по рисунку 2, эффект недообучения, аналогично adaboost, заметен при небольшом числе деревьев, .

**Задание №3**

Реализация алгоритма adaboosting со слабым классификатором, основанном на алгоритме k ближайших соседей, представляет собой набор функций, реализующих алгоритм и тестирующих полученные данные, а также циклический эксперимент с итерациями по параметру mfinal – количеству использований слабого классификатора. Данный цикл также содержит внутренний цикл тестирования, количество итераций которого даже являются параметром реализации.

На каждой итерации главного цикла совершается классификация методом k ближайших соседей на наборах данных Glass и Vehicle, затем полученные матрицы весов и меток классов подаются на вход функциям алгоритма бустинга.

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| Количество слабых классификаторов |  |  | 1 | 2 | 3 | 4 |
| Glass | Разработанный классификатор |  | 34.8% | 36.4% | 37.8% | 34.8% |
| rpart | 33.3% |  |  |  |  |
| Vehicle | Разработанный классификатор |  | 27.8% | 26.1% | 24.9% |  |
| rpart | 23.9% |  |  |  |  |

Таблица 1. Тестовая ошибка для встроенного и реализованного алгоритмов

Была реализована модификация алгоритма k ближайших соседей с использованием весов. Особенностью такого подхода является то, что результатом классификации является не тот класс, к которому принадлежит наибольшее число соседей, а класс с наибольшим весом, который складывается из весов соседей.

Из таблицы 1 можем сделать вывод, что точность классификатора довольно сильно зависит от выборки – на каких-то данных можно получить классификаторы, которые работают лучше одиночного дерева, а на каких-то – хуже. Также стоит отметить, что классификатор, написанный вручную, работает значительно медленнее функции rpart.

# **Вывод**

В ходе выполнения лабораторной работы были изучены алгоритмы композиции: бэггинг и бустинг.

Алгоритмы эффективны с вычислительной точки зрения, позволяют решать сложные задачи, которые плохо решаются отдельными алгоритмами, просты в программировании, имеют только один тъюнинг параметр - число итераций, во многих случаях обеспечивают высокую точность прогнозирования и просты в модификации.

Недостатки: слишком эффективные или сложные слабые классификаторы могут привести к переобучению, чувствительны к выбросам, требуют достаточно большие выборки.

# **Приложение 1**

# Задание 1 #########################################

data(Vehicle)

ratio <- 0.7

n <- nrow(Vehicle)

n\_train <- as.integer(n\*ratio)

Vehicle\_rand <- Vehicle[order(runif(n)), ]

Vehicle\_train <- Vehicle\_rand[1:n\_train, ]

Vehicle\_test <- Vehicle\_rand[n\_train:n, ]

tree\_num <- seq(1, 301, 10)

error <- vector()

for (k in tree\_num)

{

clf <- boosting(Class ~ ., data = Vehicle\_train, mfinal = k)

err <- predict(clf, Vehicle\_test)$error

error <- append(error, err)

}

max(error)

min(error)

mean(error)

png(paste(path, 'adaboost.png'))

plot(x = tree\_num, y = error, xlab = "Число деревьев", pch = 2, lwd = 2, col = "green", main = "Adaboost")

dev.off()

# **Приложение 2**

# Задание 2 ##########################################

data("Glass")

n <- nrow(Glass)

n\_train <- as.integer(n\*0.7)

Glass\_rand <- Glass[order(runif(n)), ]

Glass\_train <- Glass\_rand[1:n\_train, ]

Glass\_test <- Glass\_rand[n\_train:n, ]

error <- vector()

tree\_num <- seq(1, 201, 10)

for (k in tree\_num)

{

err <- vector()

#for(i in 1:4)

#{

clf <- bagging(Type ~ ., data = Glass\_train, mfinal = k)

err <- append(err, predict(clf, Glass\_test)$error)

#}

#error <- append(error, mean(err))

error <- append(error, err)

}

max(error)

min(error)

mean(error)

png(paste(path, 'bagging1.png'))

plot(x = tree\_num, y = error, xlab = "Число деревьев", pch = 2, lwd = 2, col = "green", main = "Bagging")

dev.off()

# **Приложение 3**

# Задание 3 ##########################################

library(dplyr)

knn\_w <- function(target, train, k, w) return(list(target = target, train = train, levels = levels(train[, target]), k = k, w = w))

knn\_w\_predicted <- function(clfier, testdata) {

n <- nrow(testdata)

pred <- rep(NA\_character\_, n)

trainlabels <- clfier$train[, clfier$target]

train <- clfier$train[, !(names(clfier$train) %in% clfier$target)]

test <- testdata[, !(names(testdata) %in% clfier$target)]

for (i in 1:n) {

n\_number <- order(apply(train, 1, function(x)

sum((test[i,] - x)^2)))[1:clfier$k]

myfreq <- data.frame(names = clfier$levels,

freq = rep(0, length(clfier$levels)))

for (t in n\_number) {

myfreq[myfreq$names == trainlabels[t], ][2] <- myfreq[myfreq$names == trainlabels[t], ][2] + clfier$w[t]

}

most\_frequent <- clfier$levels[myfreq$freq == max(myfreq$freq)]

pred[i] <- sample(most\_frequent, 1)

}

factor(pred, levels = levels(trainlabels))

}

knn\_boosting <- function(target,

data,

k = 11,

mfinal = 1,

...) {

n <- nrow(data)

w <- rep(1/n, each = n)

classifiers <- list()

alphas <- vector()

for (t in 1:mfinal) {

clfier <- knn\_w(target, train = data, k = k, w)

knn\_predicted <- knn\_w\_predicted(clfier, data)

error <- vector()

for (i in 1:n) {

if (data[[target]][i] != knn\_predicted[i]) error <- append(error, w[i])

}

if (sum(error) >= 0.5) {

break()

}

classifiers[[t]] <- clfier

alphas[[t]] <- log((1 - sum(error)) / sum(error)) / 2

for (i in 1:n) {

if (knn\_predicted[i] != data[[target]][i])

{

w[i] <- w[i]\*exp(alphas[[t]])

} else{

w[i] <- w[i]\*exp(-alphas[[t]])

}

}

}

result <- list()

result$classifiers <- classifiers

result$alphas <- alphas

result$levels <- levels(data[, target])

return(result)

}

boosting\_pred <- function(clfier, testdata) {

n <- nrow(testdata)

pred = rep(NA\_character\_, n)

for (i in 1:n) {

myfreq <- data.frame(names = clfier$levels,

freq = rep(0, length(clfier$levels)))

for (j in 1:length(clfier$classifiers)) {

prediction <- knn\_w\_predicted(clfier$classifiers[[j]], testdata[i, ])

myfreq[myfreq$names == prediction, ][2] <- myfreq[myfreq$names == prediction, ][2] + clfier$alphas[j]

}

most\_frequent = clfier$levels[myfreq$freq == max(myfreq$freq)]

pred[i] <- sample(most\_frequent, 1)

}

factor(pred, levels = clfier$levels)

}

#----------------------------------------------------------------------------

library(mlbench)

library(adabag)

data("Glass")

n <- nrow(Glass)

n\_train <- as.integer(n\*0.7)

Glass\_rand <- Glass[order(runif(n)), ]

Glass\_train <- Glass\_rand[1:n\_train, ]

Glass\_test <- Glass\_rand[n\_train:n, ]

Glass\_rpart <- rpart(Type ~ ., data = Glass\_train, maxdepth = 5)

Glass\_rpart\_pred <- predict(Glass\_rpart, Glass\_test, type = 'class')

tbl\_rpart <- table(Glass\_rpart\_pred, Glass\_test$Type)

1 - (sum(diag(tbl\_rpart)) / sum(tbl\_rpart))

clfier <- knn\_boosting('Type', Glass\_train, mfinal = 4)

pred <- boosting\_pred(clfier, Glass\_test)

tbl\_knn <- table(Glass\_test$Type, pred)

1 - sum(diag(tbl\_knn)) / sum(tbl\_knn)

#----------------------------------------------------------------------------

data(Vehicle)

n <- nrow(Vehicle)

n\_train <- as.integer(n\*ratio)

Vehicle\_rand <- Vehicle[order(runif(n)), ]

Vehicle\_train <- Vehicle\_rand[1:n\_train, ]

Vehicle\_test <- Vehicle\_rand[n\_train:n, ]

Vehicle\_rpart <- rpart(Class ~ ., data = Vehicle\_train, maxdepth = 5)

Vehicle\_rpart\_pred <-

predict(Vehicle\_rpart, newdata = Vehicle\_test, type = 'class')

tbl\_rpart <- table(Vehicle\_rpart\_pred, Vehicle\_test$Class)

1 - (sum(diag(tbl\_rpart)) / sum(tbl\_rpart))

clfier <- knn\_boosting('Class', Vehicle\_train, mfinal = 1)

pred <- boosting\_pred(clfier, Vehicle\_test)

tbl\_knn <- table(Vehicle\_test$Class, pred)

1 - sum(diag(tbl\_knn)) / sum(tbl\_knn)